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Objectives

What are the CoG Kits, and why do I want to
use them?

How do I use the CoG Kits?

How do I develop my own components with
the CoG Kits?

Future




Motivation for CoG Kits

e Problem
— Many application developers desire to program the Grid in
frameworks familiar to them to for example enable rapid
prototyping.

e Solution

— The CoG Kit project integrates Grid software based on the
Globus Toolkit and a commodity framework such as Java or
Python.

e Easier development of advanced Grid services
e Easier and more rapid application development

Easier deployment of Grid services

e Code reuse and use of component repositories

e Use of Web services as part of the Grids

e Widespread use of the Grid



CoGs are more ...

e CoGs are more than just an interface to the
Globus Toolkit

e CoGs allow Grid programmers to use the
Commodity Technologies AND the Grids
advantages
— Example: Event and exception model of Java
- Example: SWIG wrappers in Python for rapid

prototyping and legacy code support.

e Thus, CoGs are not just an API but provide
access to the Commodity Framework



Reasons for using the Java CoG Kit

Why use the Java CoG Kit?

- keeping up with patches and protocol changes in Globus has been
difficult in the past

— The Java CoG Kit has so far provided the community with a
“service” to hide the burden of changing your code.

e Ask for a testimony by the XCAT group at Indiana University.
- Many users need only the features provided in the Java CoG Kit

— Little/no changes were so far involved to switch between different
versions of the Globus Toolkit

— Mostly client side programming

- Java Platform:
e High level framework better suited for Grid programming than C

Why not use the Java CoG Kit
— It does not provide all the latest features of the Globus Toolkit.
— It uses Java, and some in the community ... ;-)



Reasons for Using the Python CoG Kit

e Why use the Python CoG Kit?

— Provides a full interface to the Globus Toolkit

— Little/no changes are involved in switching between
different versions of the Globus Toolkit

— High level language allows for easier Grid programming
e Supports rapid prototyping of Grid services/applications
- Many automated tools exist for exposing legacy C/C++ or
Fortran codes as Python objects

e Why not use the Python CoG Kit

— Small performance penalty for using any interpreted
language
e Minimized because the Python CoG Kit is a thin wrapper over
the native C code.

— No static type checking
— It uses Python, and some in the community ... ;-)



Motivation: Java and Python CoG Kits

Use and leverage existing technologies for Grid programming

- The capabilities of the framework onto which Grid Services are
mapped can be exploited:

Objects, Events, Exceptions, JNDI, ...
- Objects like jobs/tasks can be defined.
- XML support is provided.
- GUI's, ...., IDE's can be used (Forte, BOA Constructor...)
Maximize software flexibility, extensibility, and reusability

Provide foundations for application developer teams that are
familiar to develop applications in this framework

- Reduce development and maintenance cost
Use as glue for many technologies

« Python is well suited to tying together many different
languages/technologies



What is the Java CoG Kit ?

The Java CoG Kit provides a mapping between Java
and the Globus Toolkit. It extends the use of Globus
by enabling to access advanced Java features such
as events and objects for Grid programming.

The Java CoG Kit is implemented in pure Java. It
speaks the Grid protocols.

It is not a wrapper of the C Globus Toolkit
This allows integration within applets.
Mostly client side support




What is the Python CoG Kit?

e Similarly the Python CoG Kit provides a mapping
between Python and the Globus Toolkit. It extends
the use of Globus by enabling to access advanced
Python features such as exceptions and objects for
Grid programming.

e The Python CoG Kit is implemented as a series of
Python extension modules that wrap the Globus C
code.

e Uses SWIG (http://www.swig.org) to help generate
the interfaces.




Status: Java CoG Kit

Modified core Globus components (Protocols)
Basic services are provided accessing:

- Security (GSI)

— Remote job submission and monitoring (GRAM)
- Remote Data Access (GridFTP)
— Information Service Access (MDS)

— Certificate store (myProxy)

Current 100% client side components includes
Reusable Grid GUI components
A variety of Grid Interfaces
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Status: Python CoG Kit

e Basic services are provided accessing:

— Security (security)

— Remote job submission and monitoring (gramClient)
— Secure high-performance network IO (io)

— Protocol independent data transfers (gassCopy)

— High performance Grid FTP transfers (ftpClient)

— Support for building Grid FTP servers (ftpControl)
- Remote file IO (gassFile)

— Information Services access
e High level services for easier usage

e Task based services to encapsulate common
usage patterns

11



e Web Page

- www.globus.org/cog

- www-itg.Ibl.gov/gtg/projects/pyGlobus/
e Bugs

- Java.

e http://www-unix.globus.org/cog/contact/bugs/

Is maintained by the Globus Project but does not contain some of
the older comments

e http://arbat.mcs.anl.gov:8080/bugzilla/
Is our old bugzilla

- Python:
e http://www-itg.Ibl.gov/bugzilla/
e Download
- www.globus.org/cog
- http://www-unix.globus.org/cog/java/

- www-itg.lbl.gov/gtg/projects/download/download_info.html
12



e Java Versions

- 0.9.13 is a release compatible with Globus 2.0

e we recommend using Globus 2.0 if you like to use this
release

- 1.1a is compatible with Globus Toolkit 2.2 and in
future Globus Toolkit 3.0, e.g. much of it may be
distributed as part of Globus Toolkit 3.0

e We recommend using this version for Globus 2.2
e Still an alpha release

e Python Versions
- 0.9.8

e Two versions, one for GT2.2 and one for GT2.0

13



Download & Compile
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Java CoG Setup Options

Download Source or binary

- http://www.globus.org/cog
Binary

- Read the Readme

- setup

- change the environment variables
Source

- Read the readme

— setup
- change the environment variables

Manual will be available shortly

15



Python CoG Kit Setup Options

Download source

— Set Environment variables

— Compile

— Install

Easy to create RPM’s for Linux systems

Binary installer coming for win32

— As soon as Globus officially releases the win32
port

Can build binary packages for any platform
Uses the standard Python distutil module

16



Requirements

e Java CoG
-JDK 1.3.10r 1.4.1

e http://java.sun.com

— ant
e http://jakarta.apache.org/ant/

e Python CoG

- Python 2.0 +
e http://www.python.org

— Globus Toolkit Installation
— GPT Installation

17



Java CoG Compilation

cd work e we create a build
cd ogce directory in which the
ant dist jar files and shell
scripts are located that
cd .. allow
<inspect work> - (@) programming and
work — (b) use of client tools
— ogce from the command line
- jglobus
— build
ecog-1.1a
FAQ.TXT

bin // here are the commands
lib // here are the jars
etc

18



Python CoG Kit Compilation

e Ensure that GPT_LOCATION and
GLOBUS_LOCATION are set appropriately

e cd pyGlobus-{Version}

e python setup.py build
- --prefix=/path/to/installation/directory

— Will only build those packages that you have
Globus installs of

e python setup.py install

— To install in the site-extensions directory requires
root privilege

19



e Obtain Globus credentials
— User private key
— User certificate
— Trusted CA certificates
— Take a look at http://www.globus.org/security

e Obtain a certificate from your local organization CA

e you can install a simple CA on your machine to create your
own certificates.

e you could install part of the Globus toolkit that would allow
you to run

globus-cert-request

e Place credentials in common place
— Users home directory in .globus directory

20



Setup of the Java CoG Kit

21



Setup has two purposes

e Enable access to command lines (optional)
- path and other environment variables

e Enable access to certificates (mandatory)
— convenient setup component

22



Using the command line tools
(optional)
e add work/build/cogl.0a/bin/<OS> to your path

e Unix
- export PATH=$PATH:/home/gregor/work/build/cog1.0a/bin
— export JAVA_INSTALL_PATH=/home/gregor/work/build/cogl1.0a
— should be : ;-) JAVA_COG_HOME=/home/gregor/work/build/cogl.0a

e Windows
— Registry
eControl Panel->System->Advanced->Environment Variables

eNew Variable JAVA_COG_HOME
eEdit the Path Variable

MNew User ¥Yariable ed Edit System Yariable ed
‘ariable name; I 1AYE_COG_HOME ‘ariable name; I Path

‘Yariable value: I s hworkf/buildfcogl.0a ‘Yariable value: I c:hworkibuildicogl. 0albing o ant\bin; o j2s

(o] 4 I Cancel (o] 4 I Cancel |




P4 Cola Setup - I:IlKI

the globus project™
] W, globus. org

Progress

@ License Agreement
@ Previous Setup

V' User Certificate
Private Key
Certificate Authority
Local Proxy

IP Settings

Date Settings
Properties File

LI JI<l<l<LU<I

Ahout

Properties File

Properties

Setup is now ready to finish installation. This involves writing &

cog.properties file toyour user .globus directory, You should make sure that
the directory below is indeed the carrect directary. If itwas not automatically
detected, you can browse to it manually. Finally, ifyou wish, you can click the

'Edit" button to make manual changes and final adjustments to the
cog.properties file. You can change property values oryoud can add nes

propedies. This feature howeever is only recommended for advanced users,

as any changes you make will overstite previous verification and could

tesilt in ereanons inont When won are ready tn save the file click "Finiskh"

Iments and 5ettingsi.ﬂadministratnr1.g|nhu51cng.prnper’ties|

Edit

Cancel <<Previous

Finish

24



Setting up the Java COG Kit

e This involves writing a cog.properties file to your user .globus
directory which contains information regarding the following:

The location of your user certificate file that identifies you as a trusted
user and is usually named usercert.pem

The location of your private key file that usually takes the name
userkey.pem and is used to encrypt information you send out, so that
recipients with a public key could verify your identity

The location of the Certificate Authority (CA) file. The CA is a third
party that is used to certify the link between the public key and the
subject in the certificate.

The location of the proxy file that is used to temporarily identify you on
the grid. The file usually takes the name x509up_u_username and can
often be found in your temporary directory.

The system IP address and the date also needs to be checked.

It is advised that the certificates also be stored in the default .globus

directory.
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Example cog.properties file

e You can customize the cog.properties files by hand.

— see the FAQ.TXT in the bin directory

e relevant Code
— work/jglobus/src/org/globus/common/CoGProperties.java
— work/ogce/src/org/globus/ogce/gui/cogsetup
e Common values set in cog.properties
— usercert=/home/globoid/.globus/usercert.pem
- userkey=/home/globoid/.globus/userkey.pem
- proxy=/tmp/x509up_u999

— cacert=/etc/grid-security/certificates/42864e48.0,
/etc/grid-security/certificates/5aba75cb.0

- ip=192.123.123.1

26



Visual components

One example of a
user interface to the Grid
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* Local System File Browsing

LocalTreeFrame Bean provides the capability to browse the
files present in the local system.

 Remote System file Browsing

RemoteTreeFrame Bean is the basic bean, which provides
generic remote file browsing functionalities. Currently we
provide GridClient and FtpClient beans that utilize the
RemoteTreeFrame to provide implementation for ftp and
gridftp servers respectively.

* File Transfer
FileTranfer Bean provides the file transfer capabilities.

Available : org.globus.ogce.beans.filetransfer.*

28



File Transfer Component

:'%': File Transfer Component

Transfer Re

g:mne-::t| Security RFT Options
Remate ¥ | GrigFip J |><|
Local Ftp :
Exit WehDAv

=1 E3

guests

Local System

RFT | Queues 0ptiuns|

& EE S8

(e [ R P

ftpairtp.mcs.anl.gow: 21/hins

rCurrent Transfers
@ [ Local System Remote System -=ftp.mes.anl.goy
Narne | JoblD |Fra_m U] To URL Status | ® o o B34
rmyreq |1 gs!ﬂpzﬁ... ﬂIE:J'IJ'C... F!n!shed : & 7 sshi & 7 DELT&
myreq |2 gsiftpedr (fileffiC. . Finished|: & 0T abk & =3 bini
myreq |3 filed0C... gsiftp... Finished| & & O ADOBEARF!
friyred |4 file:C... [gsiftp. [Finished COmprass
myreq & gsiftp:.. gsiftpal.. Finished ©- [ ajayhl Is
myreq |6 gsiftpr | gsitp. | Finished & [ anh tar
myren |7 ftp:iran... \gsitpi... Failed @ [ anl-copy & [ chammp/
myreq |8 ftpian... jasiftpol... Failed &= E anti [ rherming
myreq |9 gs!ﬂp:ﬁ...ﬂp.{fan... F?I!Ed Remote System -GridFTP
myteq (10 gsiftpedr (fileffiC. . Finished = =
myreq |11 gsifipl_.[file:iC... Finished [=REZN = b B [ ] [
e (12 filediic... [gsiftpdl..|Finished P . siftnihwidaurm. mes.anlgoy2911)
mren 13 AeiC. \gsifpl Finished gsiftpiarbatmes.anl.gow 28110 ?;, émfriesmlunka” ]
myreq |14 ftpaiian... [filediC. . [Finishad @ X1 /homesialunkalf _
rrireg 115 frpifan... [fileWiC.. Finished & [ ajayhi - (] ajayhi
myreq |16 file . fileciic. . |Finished |— & oy &~ cog/
e o 1T file ™ Flee T | Cimicde el E"del:ll:.f @-Ednm‘
| Clear Al | | Cancel Job | © 7 gridnauts/ ¢ O3 gridnauts)
& T install &[] Cvsr
o javal & [ memberss
—— & 3 knailr & [ new!
File Transfer Message Window | & = manual @ 3 projectsi

) |Welcume to File Transfer Component
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& Shel =] E3

state........: ACTIVE ]
jobContact...: https://pitecairn.mes.anl.gov:62218,/27511,/1035999348

Jokb lsbel....: jobkl

state........: DONE

jobContact...: https://pitcairn.mwes.anl.gov:62218/27511,/1035999348

Done running johs!
JobsetServer is stopping. ..

[Shell]lzglobusrun -o -r pitecairn & (executable=/ usr/bin/env)
Plea=se wait to =ee the results

Jokb status callbasck handler enabled.

GRAM Job submission successful

GLOBUS GRAM MYJOE CONTACT=URLx-nexus://pitcairn.mcs.anl.gov:62Z2i5/

X502 CERT DIR=/etc/grid-security/certificates

GLOBUS GRAM JOB CONTACT=https://pitcairn.mcs.anl.gov:62224/27532,/1035999378 /7
GLOBUS LOCATION=/sandbox/globus/globus-2.0/

X509 USER PROXY=/homes/alunkal/.globus/.gass cache/globus gass cache 1035999382
LoGHAME=alunkal

HOME=/homwes=/alunkal

TZ=13/Central

[Shell]: —

< =
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Shell Component (commands)

e Help
— Prints out all the commands supported by the shell
- help <command> gives specific syntax help

e Basic shell commands
- mkdir, cd, Is, pwd, rm, rmdir, cp, cls, exit ...

e File Transfer Consoles to perform all file transfer
operations.
— ftp to open a connection to FTP site
— gridftp to open a connection to gridFTP site

31



Shell Component (commands)

e Grid commands
— globusrun run jobs on remote machine
— globus-url-copy copy files
- globus-jobset submit set of jobs with
dependencies to a remote machine

e Background Thread option (&) commands

- PS view all the running processes
- resume resume a process

— suspend suspend a process

- kill Kill a process thread

- result see the output of the process

* Batch files

— ant —f grant.xml
— run filename

32



Eﬁf’a Grid Proxy Imit
Edit

Visual Job Submission

=] E3

Password: |"”“*”|

T

OK

Exit

Eﬁf’g‘.lava CoG Kit Demo
Gatekeeper

ok —

Gatekeeper: |pitcairn.mcs.anl.gov

—1

- Test

Joh Specificiation

\

Executable: testing.sh

Directorny: fhomefgaworprogsimise

Arguments:

Ervironment:

Stolout:

Stderr:

Jobh Output Options

Jobh Options

[w| Redirect stdout/err

[_] Full delegation

Run
\

\ Run the Job

Authentication

(Enter Passphrase)

Select Machine

Specify Job

Eﬁf’a Gram Job Monitor

Joh Status

Gatekeeper: pitcairn.mcs.anl.gov
I0: https:ipitcairn.mes.anl.gow 33417727582 986926373/

Status: DONE

Job Ourtpurt
stdout

stderr

Observe output

Hello World

A test to stderr
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Grid Information/LDAP Browser

Ef;LDAP Browser\Editor ¥2_ 8 - [Idap://doeagnd.es_net:389/0=Globus_c=U5]
File Edit View LDIF Help

[sE|[e]e]a][n]%]a] [w x| &]z]

"1 0=Globus,c=U5 Attribute | Value
=4 =lou Directary Administratars

o (&5 0=Globus,c=US [doegrid es.net.24411] :
& [ 0=D0E Science Grid [doegrid.es net388 | i|description  Entities with administrative access t

©- [ nu=Berkeley Lab Grid [blnklevlbl gl ‘|ohbiectclass top
|| ohjectclass  organizationalunit

@ Unu Dire
D .:._

@ [ ou=EShy =

® O ou=crall Sort Tree ¥
[y tn=r] Refresh ators

D ou=FPeofl  Manager »

D ol=EBpecial Users 5

© [ o=Mational Aeronautics and Space Admi| |
& [ ou=Ames Research Center :

2E389]

e Download
— http://www-unix.mcs.anl.gov/~gawor/ldap/

e Separately distributed
— Historical reasons, one of the first Java CoG Kit components

— thousands of users
ealso outside of Grid community
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http://www-unix.mcs.anl.gov/~gawor/ldap/

& Java CoG Kit: Drag 'N' Drop Desktop
File Edit View Security

4z
=
lemon

L)
terra

[=2
genibm

s pls
A

fhinfeny

6N
AT o

ﬁ Jobs submitted to pitcairn.mcs.anl.goy

=] B3

can do

e Familiar look and feel
e prototype for what you

Status Start Time End Tirme Directory Executahle stdout stderr

FAILED MR, MR, [4fA, PR,

FAILED [ [ FlfA, INIFA,

DioME Fridul 19204, |FriJdul 19 2004, |itmp fhinfpwid -F gsiftpfpitcairn... \gsiftpipitcaim...
DiOME Fridul 19204, (Fridul 19 2004, |itmp fhinfeny gsiftpfipiteairn... | gsiftpoipiteairn...
DOME Fridul 19204, (Fridul 19 20:4... fhinfls PdfA, PHfA,

DOME Fridul1920:5. FriJul 19 20:4... ihinfls TSR, PR,

DOME Fridul 19 20:8 (FriJul 19 2006 [ftmp ihinips -F gsiftpipitcairn.. | gsiftpoipiteair..
FAILED Fli Fli ftmp grid-proxy-init -F (asiftpcipitcairm... asiftpcipitcairn...
FAILED Pl Pl grid-prowy-init -F |gsittpeipitcairn. | gsitpoipiteair..
FAILED Fli Fli ns-ef gsiftpfpitcairn... \gsiftpipitcaim...
FAILED Pli Pli ps gsiftpfipiteairn... | gsiftpoipiteairn...
FAILED Fli Fli date gsiftpfpitcairn... \gsiftpipitcaim...
DiOME Fridul19 210, Fridul 19 21:0.. |itmp fhinfeny gsiftpfipiteairn... | gsiftpoipiteairn...
DioME Fridul19 210, Fridul 19 21:0.. |itmp fhinfpwid -F gsiftpfpitcairn... \gsiftpipitcaim...
FAILED [iA [iA cat gsiftpipitcairn... gsiftpipitcairn...
FAILED Pl Pl whot gsiftpipitcairn.. | gsiftpoipiteair..
FAILED Fli Fli whoami gsiftpipitcairn... asiftpcipitcairn...
DOrE Fridul 19 21:0.. FriJul 19 21:0... ftmp fhinfls -F gsiftpipitcairn.. geiftpcipiteair..
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Grid Desktop

i Grid Proxy Init ; Login
=10] x|
File Edit View .
@%‘ Desktop with
= machines and jobs

5l
=Pml version="1.0"7"=

<IDOCTYPE rsl SYSTEM " ./ fincludefrs! did" E=3Gram Job Monitor 3 =10 x|

pitcairn
=g |= - Joh Status
E%'pitcairn Job Table Gatekeeper: pitcairn.mcs.anl.gov
. Status | StartTime | EndTime | D | Executab ID: https:/ipitcairn.mcs.anl.gov:42266/13675/996 7865971
SUBMITTED |Ris [l i, [l i, fhinfls -F Status: DONE
— Job Ourtput
~ stdout

Thu &ug 2 16:10:11 CDT 2001

Specify the Job

Observe the Output ..

| .:i'd'ﬂ'E_rI:

Kill Restart
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Workflow Component

e under development

& Java Cog - Workflow Editor - Workflow Rook !IE[ E
File
& @
L
Hode ’
Edge
§§ Prenrocessing Camputation Postnrocessing
@ = @ - & Java Cog - Workflow Editor - Computation !IE[ E
File
Hypernode
& &
Node : Cnmnute Part1

©

Edge Dlstrll:ykﬂ/ iﬂDUtE Par2 Merue Results
Hypernode \\ i"/ Minimize
3 4]0}

@

Maximize
Delete

@




Java Command Line Tools
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Java Command Line Tools

Security

— grid-proxy-init authenticate to grid

— grid-cert-info gives cert information

— grid-proxy-destroy destroy the proxy

— Myproxy starts a myproxy-server

File Transfer

— globus-url-copy simple URL-to-URL copy

Job execution

— globusrun run both batch and interactive jobs
Personal Gatekeeper

— globus-personal-gatekeeper run a simple server
Gass Server for tranfering files for execution

— globus-gass-server starts the gass server

— globus-gass-server-shutdown shuts down the server

39



Setup for Running Tools

e COG_INSTALL_PATH and PATH are the variables
you need to setup in order to run the tools.

e Procedure :

— Build and install the Java CoG Kit package.

— Set the COG_INSTALL_PATH to the place where the cog is
built.

— Include the cog bin directory into the path.

e Example (sh)
— set COG_INSTALL_PATH=C:\build\cog-1.0a
- set PATH=% COG_INSTALL_PATH%\bin

40



How to Program with the
Java and Python CoG Kits
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e Java examples:
— several basic examples are in
e jglobus/org/globus/examples

— several advanced examples are in the
appropriate subdirectory
e e.g. security examples

e Python examples:

— Basic examples are in
e pyGlobus/examples

— Test directories contain the unittest code that
provide more advanced examples

42



Resource Specification Language

RSL is a common interchange language to describe resources, irrespective of
the scheduler or batch system used.

Supports attributes like
« executable, working directory, arguments list
 stdin, stdout, stderr (local files or Gass/FTP URLS)
* min/max memory, max cpu time, no. of processes
+ Etc.

Class org.globus.rsl.RslAttributes
convenient methods for RSL expression creation and manipulation

RslAttributes rsl = new RslAttributes();
rsl.add(“executable”, “/bin/ls”);
String rsiStr = rsl.toRSL(); Il returned RSL: &(executable=/bin/ls)

rsl.remove(“executable”);
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*Check whether you can submit a job to a particular gatekeeper.

Gram.ping( proxy, “hot.mcs.anl.gov”);

*Create a job

GramJob job = new GramJob(proxy, rsl.toRSL());

*Add a status change listener

class GramJobListenerimpl implements GramJobListener {
public void statusChanged(GramJob job) {
String status = job.getStatusAsString();
}

job.addListener(new GramJobListenerimpl());
*Submit the job to a GRAM resource manager
job.request(“hot.mcs.anl.gov”); // default IANA port 2119

*Cancel the job, if need be.

job.cancel()
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Java Output Redirection

» Create a GASS server to receive output/error
For a GASS server on client machine:
GassServer gass = new GassServer( proxy, port);

A GASS server can also be started on a remote machine through the gatekeeper.

« Set the GASS URL as stdout/stderr parameter in job RSL. This will stream the
job output/error to the GASS server.

rsl.add(“stdout”, gass.getURL() + "/dev/stdout “);
rsl.add(“stderr”, gass.getURL() + "/dev/stderr®);

« Redirect the output/error from GASS server to a JobOutputListener.

class JobOutputListenerimpl implements JobOutputListener {
public void outputChanged(String s) { /* process the output here */}

public void outputClosed() {}

}
JobOutputListenerlmpl outListener = new JobOutputListenerimpl();
JobOutputStream outStream = new JobOutputStream( outListener );
gass.registerJobOutputStream( “out”, outStream )
gass.registerJobOutputStream( “err”, outStream )

« OQutput/errors from different jobs can be handled by a single GASS server.

45



e Creating a job.

try:
gramClient = GramcClient. GramChent(|
callbackContact = gramClient.set_cal
jobContact =
gramClient.submit_request(“clipper.ibl.gov”,

{Jack(func, condV)

“&(executable=/bin/sleep)(argument=15)",
GramClient.JOB_STATE_ALL)
except GramClient.GramClientException, ex:
print ex.msg

Callback for state changes.

def func(cv, contact, state, error):
if state == GramClient.JOB_STATE_PENDING:
rint "Job is pending”
elif state == GramClient.JOB_STATE_ACTIVE:
print "Job is active"

46



from pyGlobus import gassServerkEZ

opts = gassServerEZ.STDOUT_ENABLE

server = gassServerEZ.GassServerEZ(opts)

url = server.getURL()

rsl = "&(executable=/bin/sleep)(arguments=15)
(stdout=%s/dev/stdout)" % url
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Compare:
C Job Submission Example

callback_ func(void *user_arg, char *job_contact,

}

}

int state, int errorcode)

globus_i_ globusrun_gram monitor_ t *monitor;

monitor = (globus_i_ globusrun_gram monitor_ t *) user_arg;
globus mutex lock (&monitor->mutex) ;

monitor->job_state = state;

switch (state)

{
case GLOBUS_GRAM PROTOCOL JOB_STATE_PENDING:

globus_i globusrun_gram monitor_ t *monitor;
monitor = (globus_i_ globusrun_gram monitor_ t *) user_arg;
globus_mutex lock (&monitor->mutex) ;
monitor->job_state = state;
switch (state)
{
case GLOBUS_GRAM PROTOCOL JOB STATE FAILED:
if (monitor->verbose)
{ globus_libc_printf ("GLOBUS_GRAM PROTOCOL JOB STATE FAI LED\n") ;
}
monitor->done = GLOBUS_TRUE;
break;
case GLOBUS_GRAM PROTOCOL JOB STATE DONE:
if (monitor->verbose)
{ globus_libc printf ("GLOBUS_GRAM PROTOCOL JOB_ STATE_DONE\n") ;
}
monitor->done = GLOBUS_TRUE;
break;

globus_cond _signal (&monitor->cond) ;
globus mutex unlock (&monitor->mutex) ;
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Compare:
C Job Submission Example (cont.)

globus_1 globusrun_gramrun(char * request string, unsigned long options, char *rm contact) {
char *callback contact = GLOBUS_NULL;
char *job_contact = GLOBUS_NULL;
globus_i_globusrun_gram monitor_t monitor;
int err;
monitor.done = GLOBUS_FALSE;
monitor.verbose=verbose;
globus_mutex init (&monitor.mutex, GLOBUS_NULL) ;
globus _cond init(&monitor.cond, GLOBUS_NULL) ;

err = globus_module_activate (GLOBUS_GRAM CLIENT MODULE) ;
if (err !'= GLOBUS_SUCCESS)
{ ..}
err = globus_gram client callback_allow(
globus_1 globusrun gram callback func,
(void *) &monitor,
&callback_contact) ;
if (err !'= GLOBUS_SUCCESS)
{ ..}
err = globus_gram client job_request(rm_contact,
request_string, GLOBUS_GRAM PROTOCOL JOB_STATE ALL,
callback contact, &job_contact);
if (err '= GLOBUS_SUCCESS)
{ ..}
globus mutex lock (&monitor.mutex);
while (!monitor.done) ({
globus_cond wait (&monitor.cond, &monitor.mutex);
}
globus mutex unlock (&monitor.mutex) ;
globus_gram client_callback _disallow(callback_contact);
globus_free(callback contact);

globus_mutex destroy (&émonitor.mutex) ;
globus cond destroy (&monitor.cond) ;
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Eg : org.globus.gatekeeper.Gatekeeper

eRunning the gatekeeper
-Ant : ant -f demos.xml server
—-Command line :globus-personal-gatekeeper
(Remember to set the environment variables)
Use the GRAM contact returned.

eSubmitting jobs to this gatekeeper

—globusrun -o -r
"localhost:2119:/0=Grid/O=Globus/OU=mcs.anl.gov/
CN=Gregor von Laszewski"
"&(executable=/c:/cygwin/bin/Is.exe)"
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e Based on the interface we can move the
files in the following ways.

— GUI Based: File Transfer Component for Grids
— Non-GUI Based:Command Line tools

— Using API: For Programmers

e Based on the protocols it supports, we
can classify different ways as follow
- Vanilla FTP: FTP
— Grid File Transfer Protocol : GridFTP
— UrlCopy : HTTP, HTTPS, FTP, and FILE

— Global Access to Secondary Storage-GASS:
HTTP, HTTPS
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Java UrlCopy: copy from ->to

Eg : org.globus.io.urlcopy.UriCopyTest
import org.globus.io.urlcopy.*
UrlCopy ¢ = new UrlCopy();

Setting the urls
c.setSourceUrl(from);
c.setDestinationUrl(to);
c.setUseThirdPartyCopy(true);

Registering with the listener
c. addUrlCopyListener(new UrlCopyListener() {
public void transfer(int total, int current) {
System.out.printin(total + " " + current); }

public void transferError(Exception e) {
System.out.printin("transfer failed: " + e.getMessage());

b

public void transferCompleted() {
System.out.printin("Transfer completed successfully"); }

1)
Transfering the file
c.run();
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Basic Functions :
Eg:org.globus.ftp.test.GridFTPClient2PartyTest
import org.globus.ftp.*;
GridFTPClient client = new GridFTPClient(host, port);
String fullLocalFile = localDir + "/" + localFile;
String fullRemoteFile = remoteDestDir + "/" + localFile;
client.authenticate(GlobusProxy.getDefaultUserProxy());
client.setProtectionBufferSize(16384);

client.setType(GridFTPSession.TYPE_IMAGE);
client.setMode(GridFTPSession.MODE_EBLOCK);

client.setDataChannelAuthentication(dcau);
client.setDataChannelProtection(prot);

DataSource source= new DataSourceStream(new
FileInputStream(fullLocalFile));

client.put(fullRemoteFile,source, null);

DataSink sink = new DataSinkStream(new
FileOutputStream(fullLocalFile));

client.get(fullRemoteFile, sink, null);



from pyGlobus import ftpClient
from pyGlobus.util import Buffer

handleAttr = ftpClient.HandleAttr()

opAttr = ftpClient.OperationAttr()

marker = ftpClient.RestartMarker()

ftpCint = ftpClient.FtpClient(handleAttr)
ftpCint.get(url, opAttr, marker, done_func, condV)
buf = Buffer(64*1024)

handle = ftpCint.register_read(buf, data_func, 0)

def data_func(cv, handle, buffer, bufHandle, bufLen, offset,
eof, error):

g_dest.write(buffer)
if not eof:
try:
handle = g_ftpClient.register_read(g_buffer,
data_func, 0)
except Exception, e:
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o Setting tcpbuffer size
from pyGlobus import ftpControl
battr = ftpControl.TcpBuffer()

battr.set_fixed(64*1024)
Or

battr.set_automatic(16*1024, 8*1024, 64*1024)
opAttr.set_tcp_buffer(battr)

e Setting parallelism

para = ftpControl.Parallelism()
para.set_mode(ftpControl.PARALLELISM_FIXED)
para.set_size(3)

opAttr.set_parallelism(para)
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e Provides a protocol independent API to
transfer remote files.

srcAttr = GassCopyAttr()
handleAttr = GassCopyHandleAttr()
destAttr = GassCopyAttr()
ftpSrcAttr = FtpOperationAttr()

ftpDestAttr = FtpOperationAttr()
srcAttr.set_ftp(ftpSrcAttr)
destAttr.set_ftp(ftpDestAttr)

copy = GassCopy(handleAttr)
copy.copy_url_to_url(srcUrl, srcAttr, destUrl, destAttr)



Java Web Based Portal

Features
* No installation needed on user’s side. Only a browser is required.

« On the portal server, simple installation provided for Grid job portlets using Apache Ant
(http://jakarta.apache.org/ant).

» Portlets allow the user to submit interactive/batch jobs to Globus gatekeepers, monitor their status
(active, pending etc.) and view the output/errors. Access to the Grid is based on GSI security.

Software needed to run a Jetspeed portal server:

* A Java Servlet Engine/Container. Must be compatible with the Servlet 2.2 or Servlet 2.3 API. For
example, Tomcat (http://jakarta.apache.org/tomcat)

« JDK 1.3 or higher Java Virtual Machine.

Requirements for Grid job portlets:

« Java CoG
« A Myproxy server on which delegated user credentials are stored. This is needed for GSI
authentication.

«  MyProxy credential access portlet developed by Indiana University Extreme! Computing Lab.
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Jetspeed Portlet for Job Submission

Z3 Jakarta Jetspeed Portal: Default Jetspeed page - Microsoft Internek Explorer

File Edit Miew Faworites Tools  Help

= Back » = - @ @ it | @Search [ Favorites @Media @ | %v =h @ LG

Address I@ http:fflocalhost: 8080/ jetspeed)portalitemplate Home portlet jRemoteE xecutionPortlet ftemplate/Home

Home Home | [BrBLE Ll crid job status | MyProxy

Documentation  Grid Job Submission Portlet

API
Job name I.Jnh1

Run Interactive? i

Host name |hc|1.m|:5.anl.gc|\r

Job manager IFork vl

Certificate to use ICN=prm{y,CN=prm{y,CN=pmxy,CN=Sandeep Mijsure, OU=mcs.anl.gov,0=Globus, O=Grid j
Mote: If you don't see all your certificates above, that means some of them have expired
Executable |fhim’|s

Arguments ||

Directory: I

Standard Input File: |

Standard Output File |

Standard Error File |

Output Job submitted successully,

#pico07332#

Aalmenu

ActiveTahlesOGSA ppt

ActiveTablesQuery

ActiveTablesQuery tar.davImportOnServer
AllianceMotes

Bagpack

Bondjo-letspeed-Wweb-Inf.tar.gz
CMCS5_SC02_ATcT_Demo.doc

@5 imilini




e Java CoG Kit

— is being heavily used in GT3

— forms the basis of the new IBM Grid Application Framework
for Java (GAF4])

e http://www.alphaworks.ibm.com/tech/gaf4j?Open&ca=daw-
hp-pr
— We are developing an apache Jetspeed based Portal toolkit
for Grids.

— Will be distributed as part of GT3 and separately
e Python Cog Kit

— Will provide the underlying security implementation for the
Python OGSI environment

— continue to support our high-level interfaces for GT3
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